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What's wrong with my cloud data center?
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How much SSD capacity per node?
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Too much wastes flash. Too little wastes CPU.
One size does not fit all.
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Workload Variability
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Application Silos with DAS Sirands Resources

Bin-packing Los

Stateless Jobs

Compute Nodes

@ 5 B
8 8§ 8

_ Scheduling Loss

0 365 730 1095
Day

Challenges:

(D Variable resource needs = stranded flash

@ Reserve capacity for demand peaks = stranded compute
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Disaggregation Optimizes Use of Flash
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Benefits:

d Flash
« Storage can now be provisioned optimally for every application _
« Eliminates stranded flash g = . a
« Significantimprovement in bin-packing loss (stranded compute)
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What's wrong with my cloud data center?
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Disaggregate and Orchestrate for Agility
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All applications can now be scaled out quickly — even stateful ones

« “Borrow” compute resources from lower priority applications
during demand peaks

« Possible only if any application can run on any node —
unrestricted by data locality

1]

IMMMM

L
A
o
i

Leading Innovation >»>>



What Flash-enabled Agility Looks Like in Your Data Center
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Shared Accelerated Storage Solves DAS Problems
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Shared Accelerated Storage Solves DAS Problems
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Technology AdvancemenMHWYaoNi@Shared Accelerated Storage
for Cloud Now Possible

High bandwidth, Mature
low latency @ orchestration
networks Q frameworks
&> KUMOSCALE
- | Shared Accelerated
- | Storage Software

Bigger, faster & - NVMe-oF™
more cost-effective U L EI{PIRJESS) protoi :l
NVMe™ SSDs @ & Ly

maximum data center efficiency
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Toshiba KumoScale™ Shared Accelerated Storage Sofitware

Management Engine

Virtualization / Abstraction
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(front end)

NVMe Module
:_ (back end)

‘ KUMOSCALE" Network Driver NVMe Driver

NVMe NVMe NVMe
SSDs SSDs SSDs
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NVMe-oF Network NVMe SSDs
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KumoScale Software Key Benefits

® ® @

Fast Flexible
<20 uS 4,000+ Popular
latency adder namespaces
8,000,000+ 384 TB Broad
4K RR IOPS SSD capacity

based on internal Toshiba testing

Future-Proof

cloud frameworks

ecosystem support

Optimized
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stranded capacity
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Inventor World’s largest

Ny /\/ Ny
Cutting-edge 64/96 layer #2 in flash

3D flash technology
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storage experience

Booth #A21 D~ g

NVMe, SAS and SATA Major supplier to 10 of top 10
' server & storage vendors




Thank Youl

TOSHIBA
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NVMe and NVMe-oF are trademarks of NVM Express, Inc. KumoScale is a trademark of Toshiba Memory Corporation. Kubemetes® is a registered trademark of Linus Torvalds. The OpenStack® Word Maik is either registered trademark/service mark or trademark/service mark of the
OpenStack Foundation, in the United States and other countries. We are not affiliated with, endorsed or sponsored by the OpenStack Foundation, or the OpenStack community. Lenovo XClarity® is a registered trademark of Lenovo. Intel® is a registered trademark of Intel Corporation.
All other company names, product names, and service names mentioned herein may be trademarks of their respective companies.
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